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Background

Recently, there have been researches about clinical foundation models (FMs), which are models that can 
embed patient health records as a single patient representation. These models have shown advantages 
over traditional prediction models such as improved predictive accuracy, less need for labeled data and 
easier deployment. For foundation models to be widely accepted, they have to be applicable across 
different health records systems. However, studies related to clinical FMs are mostly not immediately 
transferable. Furthermore, while metrics like F1 score can explain the performance of a model 
objectively, they are usually inadequate for understanding the internal structure of the model. Also, 
methods to train such models are still limited to analogies from the language domain.

There are many methods available that enable model understanding, such as visualizing self-attention of 
each layer or dimension reduction in the latent space. In this study, we aim to understand how we 
should train clinical foundation models by first training a model using our own data based on 
OMOP-CDM and visualizing the latent space of the trained model.1, 2

Methods

We trained a transformer model based on the bidirectional transformer (BERT) architecture, using data 
from Ajou university hospital standardized to the Observational Medical Outcomes Partnership (OMOP) 
Common Data Model (CDM). Concept IDs with less than 2,000 appearances total were dropped and the 
remainder were added to the vocabulary. Using this vocabulary, patient records were first translated into 
a time series format. Additional information such as patient age and gender were prepended to the 
input series as separate tokens. Maximum length of 512 tokens were applied by randomly selecting the 
starting index and slicing after 512 tokens. To provide a better understanding about the domains defined 
by OMOP-CDM, each token was added the embedding about its domain, i.e. condition, drug, 
measurement. 

The model was trained using masked language modeling. 15% of the tokens were randomly masked and 
the model predicted the original tokens. Cross-entropy was used as the loss function and training was 
stopped after the loss converged. Embeddings for each token in the vocabulary was calculated and 
reduced to two dimensions using t-distributed stochastic neighbor embedding (t-SNE) and primary 
component analysis (PCA). The resulting visualization was inspected, and cluster formation was manually 
evaluated.

Results

Training loss converged at 1.4, and the model with the least validation error was selected. While in 
general the embeddings were normally distributed, some clusters were formed. While most of the 
clusters were not related to each other, some closely related clusters were found. Condition tokens were 



more consistently aggregated compared to drug tokens, but drug tokens appeared in similar positions to 
the related condition.

The overall distribution across all domains was close to a normal distribution, which may suggest 
underfitting. Special tokens such as gender were also normally distributed. Specifically, year-of-birth did 
not show a series-like pattern which is usually observed in special tokens of the language domain.

Conclusion

In this study, we trained a BERT-based clinical foundation model using data from electronic health record 
converted to OMOP-CDM. The latent space was visualized using dimension reduction techniques. While 
some clustering was observed, most of the distribution did not show an explainable pattern, even when 
the loss converged. This may suggest the need for a more optimized approach to enable representation 
of patient information based on OMOP-CDM.
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