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Background 

Artificial intelligence (AI) has the potential to improve patient care by personalizing treatments and 
can help address challenges in growing expenditures, but implementation of prediction models in 
clinical practice is still limited. Lack of transparency is – at least in the current state of AI maturity – 
often seen as one of the main problems. In recent years, eXplainable Artificial Intelligence (XAI) has 
gained a lot of attention in the machine learning (ML) community. However, many explainable AI 
techniques have not been applied and tested at scale on real-world data. This work explores different 
types of explanations to overcome the transparency problem of AI in health care. 

Methods 

We formulated five research objectives and designed various studies to achieve those. Methodological 
details of each study can be found in the respective papers.  

I) Review current literature and improve formalization of the field of explainable AI1. 
II) Develop intrinsically interpretable patient-level prediction (PLP) models2-4. 
III) Apply various explainable modelling and post-hoc explanation methods on real-world 

health care data1-4.  
IV) Evaluate the limitations of different types of explanations for prediction models1,2,5,6. 
V) Provide insight in trade-offs to guide development of explainable AI in the context of 

health care3,7.  

We summarize the main takeaways in this abstract. 

Results 

We define an AI system (i.e. prediction model) to be explainable if the task model is intrinsically 
interpretable or if the non-interpretable task model is complemented with an interpretable and 
faithful explanation7. Models can be explained using model-based (e.g. task or surrogate model), 
attribution-based (e.g. feature importance), and example-based explanations (e.g. counterfactual 
explanation). These are the main findings: 

I) We find that evidence of the usefulness of explainability is still lacking in practice and 
recognize that complementary measures might be needed to create trustworthy AI (e.g. 
reporting data quality, performing extensive (external) validation, and regulation)7. 

II) Using the PLP framework, we can develop models with a limited number of covariates and 
good predictive performance for various prediction tasks. Different techniques can be 
used such as phenotype generation with clinical expertise8, feature selection4, or rule-
based methods3.  

III) We applied different types of explainable AI techniques to real-world data. However, 
computation times might be a hurdle in practice as several methods are not scalable to 
the high dimensionality of health care data1,6.  



IV) We showed predictions model are unstable both in terms of the variables included in the 
model and in the sign of their coefficients. Hence, it is important to be careful to identify 
‘risk factors’ and not to over-interpret the developed models in general5. Similarly, 
different feature importance methods result in different generated explanations1,2. Also 
for counterfactual explanations we show these often do not consistently depict real-world 
relations6. 

V) There is some trade-off between model performance and interpretability (as expected), 
but it varies across prediction tasks and seems to be stronger for high levels of model 
complexity3. We conclude that explainable modelling might be preferred over post-hoc 
explanations when using explainable AI to create trustworthy AI for health care, as post-
hoc explanations might not be faithful (i.e. accurately describe model behavior)7.  

Conclusion 

Although explanations can be useful to assist implementation in practice by allowing for a human in 
the loop to detect and correct problems (e.g. existing biases), there are several risks that should be 
considered. First, there are often multiple explanations possible. Second, the presented explanations 
can be overinterpreted in various ways (e.g. as causal relations). Third, requiring (certain types of) 
explanations might come at the cost of predictive performance. Finally, explanations can have 
unintended (adverse) effects (e.g. decreasing human-machine performance). Hence, it is important to 
remember explanations are not sufficient by itself and not the ultimate goal. 
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