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Background

The effective implementation of Artificial Intelligence (AI) to infer new data points presents significant 
opportunities for enhancing clinical databases and healthcare research. This paper delves into the critical 
process of verifying and validating the output of AI before integrating the output to the OMOP CDM, 
specifically within the context of data extracted from non-structured data sources such as text or images 
from production systems. The study’s methodology encompasses a two-tiered approach: first, a rigorous 
verification process conducted by a group of physicians, assessing the accuracy of AI inferences such as 
symptom identification, correct ID assignments or contextual information inference among others. 
Second, a comprehensive validation phase executed by clinical data scientists evaluates the data quality.

Methods

The study's methodology involves the use of a comprehensive framework for the verification and 
validation of AI outputs in the form of concept_ids, applied across 11 different cohorts at 11 distinct 
hospitals in different European regions. This approach is designed to demonstrate the generalisability of 
the evaluation framework across multiple therapeutic areas and various instances of the OMOP CDM in 
different geographic regions. 

The verification process is physician-led, involving detailed assessments of AI inferences to ensure the 
accurate identification of concepts, correct ID assignments, and appropriate contextual information. 
Physicians conduct remote source data verification (rSDV)1 to critically evaluate the AI-generated data 
points, confirming their clinical relevance and correctness.In parallel, the validation phase, carried out by 
clinical data scientists, assesses the AI outputs against six key dimensions of data quality: accuracy, 
completeness, consistency, reliability, timeliness, and relevance. Finally, Data Quality Dashboards were 
used for further checks2.

The evaluation process includes cross-validation techniques that compare AI-identified concept IDs with 
data from structured sources, enhancing the robustness of the validation. A Bayesian statistical 
framework is employed to calculate sample sizes, ensuring rigorous performance evaluation with high 
confidence levels. Additionally, an algorithm is used to monitor annotator agreement3 in real-time, 
thereby maintaining a high standard of data accuracy and reliability. 

This multi-faceted approach aims to ensure the integrity and utility of AI-generated clinical data across 
diverse healthcare settings, illustrating the framework's scalability and applicability in various clinical 
contexts.



Results

The evaluation framework lets the analyst of the study set a threshold for each of the concept_ids 
generated through the AI process to be included or not in the OMOP CDM. 

In this 11 studies and 11 cohort, a mean of 0.89 f1-score and a stddev 0.10 in 523 concept_ids were 
evaluated, and 92.3% of these concepts were included in the OMOP CDM. The results demonstrate the 
potential of AI in production environments to enhance the amount of available data in the OMOP CDM, 
while also highlighting the importance of systematic verification and validation to ensure the 
transparency and reliability of AI outputs to be included in the OMOP Databases. 

Figure 1. Mean f1-score of the models by Centre



Figure 2. Mean f1-score of the models by Cohort

Table 1. Mean f1-score of by Cohort and Centre

Conclusion

In conclusion, the positive outcomes of this study highlight the significant potential of AI in augmenting 
the data available in the OMOP CDM. The demonstrated results in data accuracy, quality, and 
standardization underscore the value of integrating advanced AI methodologies in healthcare data 
systems. 
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