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Motivation
• Least absolute shrinkage and selection operator (LASSO) is a heavily used penalized 

regression model for large observational health data
• Performs regularization and feature selection at the same time

• While it has strong predictive capabilities it has some weaknesses
• LASSO selects one feature from the group as a representative
• It is not a stable feature selector

• There have been developed modelling methods in the literature to deal with these
• Correlations: ElasticNet can do group selection
• Feature Selection stability: Adaptive regularization methods

• Gap: No one has compared these on large observational health data or during external 
validation



Prediction problem

Index: Diagnosed with MDD and starting drug treatment

Observation window: last 365 days until and including index

Time-at-risk: 1 day after index to 365 days after

Outcome: 21 adverse events



Total models developed: 840

Total patients: 7.8 million

Validations performed: 3360







Results – model sizes



Discussion
• LASSO and ElasticNet lead in AUC performance 

• LASSO with smaller model sizes
• L0 methods, BAR and IHT lead in internal calibration
• L0 methods give by far the smallest models with median sizes < 20 coefficients.

• Data driven parsimonious models

• Broken adaptive ridge is 2.5 percentage points AUC worse on average than LASSO during 
internal validation
• With ~8% of the coefficients LASSO has
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