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Background: 
The development of deep learning models has led to significant achievements in medical imaging analysis1. 
Medical Open Network for AI (MONAI) is an open-source initiative  built on the Python PyTorch library to 
enable deep learning research within medical imaging research.  Our study illustrates the utility of pre-trained 
machine learning models to effectively extract structured and coded imaging features stored in the 
Observational Medical Outcomes Partnership Common Data Model (OMOP CDM) medical imaging extension2. 
The OMOP CDM medical imaging extension  allows the systematic storage of imaging findings and their 
provenances. 
 
Methods: 
This study adopts a transfer learning paradigm by fine-tuning MONAI's pre-existing pathology tumor detection 
model, which is based on ResNet-185. The model was fine-tuned using the PathMNIST Colon Pathology 
dataset3,4. This dataset categorizes colon pathology images into nine distinct classes, each representing a 
unique type of pathological tissues. The OMOP CDM with medical imaging extension (MI-CDM) includes two 
additional tables—Image_occurrence and Image_feature. These tables are designed to record provenance of 
the imaging features. The outputs generated by the model were subsequently stored in the 
Conditions_occurrence table (Figure1). 
 
To exam the effectiveness of the fine-tuned model, we compared its performance against  the benchmark 
ResNet-18 model on the overall classification task. We also recorded the model’s performance on phenotyping 
different tissue types, including adipose, background, debris, lymphocytes, mucus, smooth muscle, normal 
colon mucosa, cancer-associated stroma, and colorectal adenocarcinoma epithelium. 

 
Figure1 - Visual Representations OMOP data encoding 
 
 
 



   
 

   
 

Results: 
Preliminary findings corroborate our hypothesis that the MONAI pre-trained models, once fine-tuned, surpass 
the performance of the benchmark ResNet-18 model on PathMNIST testing dataset on overall AUC (0.995 vs. 
0.989) and Accuracy (0.928 vs. 0.909) and the model has performed well on most of the tissue types (Table1). 
These results underpin the efficacy and reliability of using the adjusted MONAI’s pre-trained model. 
Furthermore, the model results, colon tissue types, are recorded in the Conditions_occurrence table along 
with its provenance recorded in the Image_occurrence and Image_feature tables. This expands phenotype 
definitions by adding organ level details to the OMOP CDM. 
 

 Precision Recall F1-Score Num Cases 

Adipose 0.96 0.95 0.95 1338 

Background 0.95 1 0.98 847 

Debris 0.79 0.9 0.84 339 

Lymphocytes 0.97 1 0.98 634 

Mucus 0.99 0.89 0.94 1035 

Smooth Muscle 0.74 0.92 0.82 592 

Normal Colon Mucosa 0.96 0.96 0.96 741 

Cancer-Associated Stroma 0.95 0.53 0.68 421 

Colorectal Adenocarcinoma Epithelium 0.94 0.97 0.96 1233 

Table1 - Classification Performance by Tissue Types by MONAI’s model 
 
Conclusion: 
The results of this study illustrate three critical findings. First, this elaborates on the potential of using machine 
learning models to populate evidence from pathology images to the OMOP CDM. This process significantly 
streamlined the recording and storing of medical imaging data. Second, this allows incorporating imaging 
findings without parsing through the unstructured reports and leads to a more organized and efficient system 
for  interpreting image data. Lastly, the structured medical imaging findings will enhance phenotype definitions 
to include cell-level or organ-level details and enhance the specificity and accuracy of medical diagnoses and 
prognoses, contributing to  personalized medicine.  
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