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Background 

With the increasing availability of electronic health record (EHR) data, association studies leveraging large-
scale EHR data have gained prominence in epidemiological research. A key aspect of utilizing EHR data is 
the development of computable phenotypes, which are measurable or observable characteristics or 
conditions derived from EHRs. Over the past decade, significant efforts have been devoted to deriving 
computable phenotyping algorithms for various conditions and characteristics1,2. However, the 
performance of these algorithms can vary across different study populations. Neglecting the presence of 
phenotyping error in EHR-derived phenotypes can lead to inflated type I error rates and reduced statistical 
power, ultimately impacting the reproducibility of EHR-based findings. This issue has been observed in 
our earlier studies3,4, highlighting the need to mitigate phenotyping errors in EHR-based research. 

One effective approach to mitigate phenotyping errors is manual chart review to verify the true disease 
status. As demonstrated in studies by Williamson et al.5, Inacio et al.6, and Tian et al.7, manual chart review 
involves thoroughly examining medical records to ascertain disease status. However, manual chart review 
is often constrained by time and cost limitations, making it feasible to review only a limited subset of 
patients' EHRs. Despite this limitation, it is crucial to leverage the validated phenotype obtained from the 
small subset of patients to address potential bias and improve the accuracy of phenotyping in the broader 
population. 

To tackle this issue, Tong et al.8 proposed a simple yet effective bias-correction procedure that optimally 
combines the manual chart reviews (available for a subset of patients) and computable phenotypes 
derived from a phenotyping algorithm (available for all patients). This procedure yields an augmented 
estimator with asymptotically zero bias and enhanced statistical efficiency compared to the validation set 
alone. However, with the increasing availability of multiple phenotyping algorithms, such as those based 
on ICD codes alone, ICD codes + specialty care, or ICD codes + medications9-11, relying solely on a single 
phenotyping algorithm is limiting as it fails to fully leverage the diverse phenotypes derived from all 
available algorithms. 

This study presents a novel bias-correction approach that harnesses the collective power of all available 
phenotypes derived from multiple algorithms. By simultaneously incorporating these diverse phenotypes, 



 

 
 

our proposed procedure maintains asymptotic unbiasedness and enhances the estimator's statistical 
efficiency while saving the time and cost consumption of the manual chart review. It represents a 
significant improvement over the previous state-of-the-art method introduced by Tong et al.8, which 
solely relies on a single phenotyping algorithm. We rigorously evaluate the performance of our approach 
through extensive simulation studies and a colon cancer data analysis, considering both non-differential 
and differential misclassification scenarios. Our findings demonstrate the effectiveness and robustness of 
our method in addressing the challenges posed by phenotyping error. With the potential to yield more 
reliable and precise associations, our proposed approach offers valuable insights into population-based 
research using EHR data. 

Methods 

The proposed estimator (method 4, denoted as 𝜷"!") incorporates the information from an increasing 
number of multiple surrogates compared with the work of Tong et al. (method 3). and guarantees higher 
efficiency. In practice, we first obtain 𝜷"#  using the validation set (method 1). Then, for each surrogate 
outcome, an estimator 𝜸$𝑭𝒌, can be estimated (method 2). We further obtain an estimator 𝜸$𝑽𝒌  using the k-
th surrogate in the validation data set as the bridging estimator to obtain the proposed estimator 𝜷"𝑨𝑴 =
𝜷̂𝑽 − Ω")Σ*∗+,(𝜸$𝑽 − 𝜸$𝑭). 

We conducted simulation studies to demonstrate the performance of the proposed method by comparing 
it with the existing methods (i.e., Methods 1-3). The simulation studies had two major settings: 
nondifferential (Setting A) and differential (Setting B) misclassifications. Under each setting, we simulated 
the cases where two to five are independent (Case 1) or correlated (Case 2).  

For all settings, we set the intercept of the logistic regression model to be -0.5 and the true value of the 
association to be 0.5. The binary true phenotype 𝑌 was generated using covariates 𝑿 and association 
parameters (i.e., 𝒀 ~ Bernoulli (−0.5 + 0.1𝑿𝟏 + 𝟎. 𝟓𝑿𝟐)), where 𝑿𝟏	is a continuous variable and a binary 
variable 𝑿𝟐 is treated as the exposure of interest. For the case where the surrogates were independent, 
the surrogate outcomes were generated from 𝑌  and 𝑿  based on specified values of sensitivity and 
specificity. For the case where the surrogates were correlated, they were generated sequentially. In the 
nondifferential misclassification setting the sensitivity was 0.9, and the specificity was 0.95 for all exposure 
levels. In the differential misclassification setting, the sensitivity was 0.9, and the specificity was 0.95 for 
the non-exposure group; the sensitivity and specificity for the exposure group are 0.95 and 0.9, 
respectively.  

To demonstrate the applicability of our method, we applied our method to analyze a colon cancer dataset 
collected from the Kaiser Permanente Washington (KPW) healthcare system, containing 1063 patients 
aged 18 or older at the time of diagnosis of stage I-IIIA colon cancer between 1995 and 2014. We included 
two algorithm-derived phenotypes with different cutoff criteria: RECUR_MAX_ACCURACY 
(sensitivity=0.725, specificity=0.979) and RECUR_MAX_YOUDON (sensitivity=0.870, specificity=0.899). 
We compared the point estimates and 95% confidence intervals (CI) for the association (in log odds ratio 
scale) between covariates and the occurrence of colon cancer events using different methods, where the 



 

 
 

validation ratio is approximately 0.3. 

 

Results 

The simulation results under different settings are presented in Figure 1. In each subfigure, the first plot 
shows the magnitude of relative bias reduction compared to using Method 2 with a single surrogate,  and 
the second plot represents the magnitude of standard error reduction compared to using Method 3 with 
a single surrogate.  

 

 
Figure 1. Simulation results of independent (Case 1) and correlated (Case 2) phenotypes with non-differential (Setting A) and 
differential (Setting B) misclassification. The full sample size of the presenting results is 10000 and the validation set size is 
2000.  

Given the time and cost constraints of chart reviews, our evaluation of the proposed method was 
carried out within a specific dataset from the Kaiser Permanente Washington (KPW) healthcare system. 
This dataset is particularly valuable as it includes a comprehensive gold standard of recurrence flag 
information for all individuals, enabling a robust comparison between our results and ground truth. 
Nevertheless, it is noteworthy that our proposed method is designed to accept generic input, hence it is 
versatile and suitable for application to diverse datasets, including those in the OHDSI framework. The 
code to implement the proposed method can be found in https://github.com/yiwenluiris/Multiple-
Surrogate-Estimation-Sample-Code. Figure 2 presents the results of Method 1-4 applied to the real-
world colon cancer data. We observe that the proposed method (Method 4, red solid line) provides a 
similar estimate to that based on the gold standard in the full sample (vertical dashed line) while 
reducing uncertainty compared to Method 3 (orange lines) using a single surrogate. 

https://github.com/yiwenluiris/Multiple-Surrogate-Estimation-Sample-Code
https://github.com/yiwenluiris/Multiple-Surrogate-Estimation-Sample-Code


 

 
 

 
Figure 2. Point estimates and 95% confidence intervals (CI) for the association (in log odds ratio scale) between covariates and 
the occurrence of colon cancer events, where validation sample size was 319 (validation ratio ≈ 0.3).  
 

Conclusion 

In summary, we have presented an augmented estimation procedure that effectively addresses both non-
differential and differential classifications by leveraging the full potential of multiple independent or 
correlated algorithm-derived phenotypes. Our comprehensive simulation studies and real-world data 
analysis demonstrate that the proposed method outperforms existing approaches, yielding unbiased 
association estimates with improved statistical efficiency. By integrating multiple error-prone algorithm-
derived phenotypes with the gold-standard phenotype, our proposed estimator offers an enhanced 
procedure for estimating the association between risk factors and specific clinical outcomes using EHR 
data. Our novel bias-correction approach contributes to the reliability and reproducibility of findings, 
ultimately fostering progress in evidence-based healthcare and population health research. 
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